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Meaning is what essence becomes when it is divorced from the object of reference and wedded to the word

   W. V. O. Quine

Introduction

By a statement I mean a fully meaningful declarative sentence, if it is context-insensitive, or an utterance of one, if it is context-sensitive.  By a de re modal statement I mean a statement in which a proper name or other referring term appears in the scope of a modal term or in which a variable in the scope of a modal term is bound by a quantifier outside of it.  Examples are (1) and (2).

(1) Necessarily, nine is greater than seven.

(2) Something is [such that] necessarily [it is] greater than seven. 

In the following, I explore an epistemically and ontologically conservative approach to understanding de re modal statements.  It is epistemically conservative in appealing to conceptual necessity as the basic modal notion.  It is ontologically conservative in two respects.  First, it makes no appeal to possible worlds, situations or states of affairs, or to any merely possible entities.  Second, it makes no appeal to essential properties of objects in explaining the truth of de re modal statements.  
The motivation for taking conceptual necessity as basic is that it provides us with an intelligible account of the epistemology of modal claims.  We know many modal claims without need for empirical investigation.  Seeing modal claims as grounded in conceptual truths enables us to understand how this is so.  For to understand a modal claim we must grasp the concepts involved in its statement.  This requires that we possess the concepts, which is to have capacities for correctly deploying or withholding them in actual and imagined circumstances (which is not to say that we are not liable to mistakes).  Some basic set of recognitional capacities for deploying and withholding a concept will determine our possession of the concept and fix its application conditions.  Since the deployment of the skill involved in possession of a concept is manifested in part in correct judgments in response to actual or imagined circumstances, this puts us in a position to explore connections between distinct concepts and so to establish conceptual truths a priori.  The minimalist ontology falls out of the most natural way of developing this idea that conceptual necessity is basic.
I divide the problem field into two parts, de re modal statements involving referring terms and de re modal statements involving quantifying in.   It will be most natural to take up de re modal statements involving referring terms first, since any approach to quantifying into modal contexts must presuppose a treatment of referring terms in them, and in this connection I will focus on proper names.

The investigation will take the form of entertaining proposals to accommodate intuitive data about what range of de re modal statements are true, considering complications that arise, introducing modifications, and repeating the process.  By the end, some of the initial data will begin to look suspect, and under pressure to accommodate the full range of de re modal statements we are willing to endorse, we will move away from the idea that the source of our commitment to the truth of de re modal statements lies in our language, but in a way that preserves the general idea that the sources of de re necessities lie not in objects but broadly speaking in our ways of thinking about them.  
As any account of de re modal statements in terms of conceptual necessity must presuppose in turn an account of de dicto modal statements in terms of conceptual necessity, I begin with a brief account de dicto modal statements which conforms to my basic approach.  

I. De Dicto Modal Statements
A de dicto modal statement is a modal statement which is not a de re modal statement, for example, (3) and (4).  

(3) It is necessary that the shortest distance between two points be a straight line.

(4) It is necessary that none of the inhabitants of any city live elsewhere.

The fundamental idea is that de dicto modal statements are to be understood in terms of the linguistic analog of conceptual truth, namely, analyticity, and that de re modal statements are to be understood in terms of de dicto modal statements.  Therefore, the fundamental idea in the treatment of de dicto modal statements is to assimilate statements about what is necessary to statements about what is analytic.  This will be revised in the light of some difficulties that it encounters, but will form the starting point for subsequent proposals.

I will restrict my attention to ‘Necessarily’ and ‘Possibly’ (alternatively, ‘It is necessary that’ and ‘It is possible that’).   I will also presuppose the framework of truth-theoretic semantics (see Appendix A).
1.  Analyticity
I give the following rough characterization of analyticity:



(x)(x is analytic (a conceptual truth) iff x is true in virtue of meaning (or true in virtue of relations among concepts).

I will restrict my attention to the analyticity of statements.  The aim will be to say how to understand ‘true in virtue of meaning’ in the framework of truth-theoretic semantics.   The proposal is as follows:

[A]
For any sentence s, s is analytic in L iff the truth of s in L is entailed by true meaning-statements about its component terms in L and rules for their combination.

Assume an interpretive truth theory, T, for L.  If T is interpretive, its axioms are, and so they are intuitively true as a matter of meaning alone.  Thus, each axiom may be prefaced with ‘It is true as a matter of meaning alone that’ to yield a true sentence, and likewise any sentence which is a logical, or semantic, consequence of the axioms may be prefaced with ‘It is true as a matter of meaning alone that’ to yield a true sentence.
  This is not to say that the meaning-statements we can appeal to are restricted to those derived in the way indicated from an interpretive truth theory.  We may also appeal to such statements as (suppressing relativization to language),


‘Bachelor’ applies as a matter of meaning only to things which are unmarried.


‘Brother’ is synonymous with ‘Male sibling’.


‘color’ applies as a matter of meaning to anything to which ‘red’ applies.  

From its being true as a matter of meaning alone (in L) that p it follows that ‘p’ is true (in L).
  


This is not offered as a full analysis of ‘is analytic in L’.  The notions used on the right hand side are too close to the one being analyzed.  However, since our main focus is on whether modal statements can be understood in terms of analyticity, we need not be concerned about whether we have a deep analysis of ‘analyticity’.  What we need is an account which enables to determine whether a statement is analytic from some finite basis, which the present account provides.

We defined above ‘s is analytic in L’.  It will be convenient to define now the operator ‘it is analytic that’ by specifying the conditions under which, as a matter of its meaning, it is true:


It is analytic in L that p iff ‘p’ is analytic in L

 Note that this seems to require ‘p’ be mentioned, in some sense, on the right hand side.  I will propose that we take ‘that p’ to include a reference to ‘p’.  This could take the form either of the view that ‘that p’ is a term that refers to a proposition by way of ‘p’ or that it is a term that refers to ‘p’.  On the first view, we have reference axiom (R1) and on the second (R2) (in the following I use square brackets for corner quotes).

(R1) For any x, for any s, if x = the proposition expressed by s in L, ref([that s]) = x.


(R2) For any s, Ref([that s]) = s.

Thus, ‘it is analytic in L that p’ turns out to be a two place predicate whose form is: A(L, that p).   I will be accepting (R2) in the following, though I do not think (at the moment) that the choice of (R1) or (R2) will make a difference to the development of the proposal.


One more thing must be mentioned relative to the use of terms of the form ‘that p’.  These terms can be formed grammatically only when the sentence that replaces ‘p’ is a sentence of the language in which they appear.  It is also clear that their function very often—perhaps always--depends on the expectation that the speaker and hearer understand the sentence that replaces ‘p’, and, indeed, as used when the sentence is uttered.  This is clear in ‘It is not analytic that he is a man’.  Here it is clear that ‘he’ must be understood relative to a context.  Thus, we can say that the following rule attaches to this special style of referring term:  

To understand a use of a sentence in which a term of the form [that s] appears one must understand [s] as used in the sentence.

This expresses a convention on usage, though this condition does not have to do with the truth conditions of sentences in which such terms appear. All that such terms (terms of the form [that s]) contribute to the truth conditions of sentences in which they appear is their referent, features of which may be relevant to the truth of the containing sentence.  However, to be understood, one must still understand the embedded sentence.  I will call this a q(uasi quotational)-use of the sentence.  

Often we say ‘It is analytic that p’ without any explicit relativization to a language.  Now, given that ‘p’ in ‘that p’ is restricted to sentences of the language, which are to be understood as sentences of the language, it is clear why this is permissible.  No explicit relativization is required because we always consider a sentence of the language of the statement itself understood in that language.  We can think of uses of ‘It is analytic that’ without explicit relativization as involving the notion of ‘analytic-in-L’, where L is the language of the operator.
2. Necessity 
Our guiding idea is that the fundamental modal concept is that of conceptual necessity, or, to put it another way, that necessary truths (on the most fundamental understanding of ‘necessary’) are conceptual truths. In linguistic guise, this comes to saying that necessary truths are analytic truths.  Since we are treating ‘Necessarily’ and ‘Possibly’ as sentential operators, it is natural to suggest treating them as analyzable in terms the sentential operator ‘It is analytic that’.  We can define ‘Possibly’ as ‘Not necessarily not’ (we will need to come back to this later).  For concreteness, let’s work with a sample language (see Appendix B).  We begin with the following suggestion for [Necessarily s] or [It is necessary that s]:

M0. For all f, s, f sat in L [It is necessary that s] iff it is analytic that s.
There are two immediate concerns which can be raised about this proposal.  The first can be illustrated with (5) and the second with (6).  (5) is analytic, but many people would hold that (7) is false.  Many people hold that (6) is not analytic but also that (8) is true.

(5) All actual philosophers are philosophers.

(6) Anything made of gold is made of an element with atomic number 79.

(7) It is necessary that all actual philosophers be philosophers.

(8) 
It is necessary that anything made of gold be made of an element with atomic number 79.

(5) is usually taken to be an example of the synthetic a priori and (6) as an example of the necessary a posteriori.  I will not take up the second example here (see Appendix C, however), but I will show how to modify the present account to deal with the first.  

The effect of modifying some expression with ‘actual’ or ‘actually’ when it falls in the scope of a modal term is to make the modal term insensitive to the intension of the expression, and sensitive only to what its extension is.  We can get the right results, then, if we evaluate for analyticity not the sentence containing the modifier but one obtained from it by replacing the modified expression with an extensionalized version of it, i.e., replacing each predicate appearing within the scope of the actual-modifier with a predicate whose meaning is exhausted by its having as its extension the extension of the original predicate.  Let us consider first a language without quantifiers.  We can then give the following truth conditions for ‘It is necessary that s’.


M1.
[It is necessary that s] is true iff it is analytic in L+ that s+
 ‘it is analytic that s+ in L+’ is short for 
in a language L+, which extends L at most in that for every predicate Fi in s which falls in the scope of an actual-modifier in s, L+ contains a predicate Fi, such that Fi has its meaning in L+ exhausted by the fact that its extension is that of Fi in L, s Fi /Fi is analytic.  

‘s Fi /Fi’ is the result of replace each Fi in s which is in the scope of an actual-modifier with Fi.  This accommodates also the operator ‘It is actually the case that’, into whose scope falls every predicate in the following sentence.  For notational convenience, I will further abbreviate ‘it is analytic in L+ that s+’ as follows:


It is analytic+ that s iffdf it is analytic in L+ that s+
II. De Re Modal Statements

1. The problem of de re modal statements involving proper names
De re modal statements involving proper names present a problem for the traditional view relative to two assumptions.  The first is that their contribution to the meaning of statements involving them is their referent.  The second is that a range of de re modal statements are true though their truth cannot be accounted for in terms of any conceptual content attaching to the general terms in the sentence.  

Consider, for example, (9)-(15), which many people seem inclined to accept (in (13) ‘Goliath’ is to be taken to be a name introduced for a certain statue
).  Further examples could be given involving, for example, the alleged essentiality of origins, but I will treat that in the section of this paper on quantifying in.  As will emerge, I do not think it is clear that we should accept all of the statements (9)-(15), but they serve as data which help to bring out what the perceived difficulty is for the combination of the traditional view and the assumption that names contribute only their referents to the meaning of sentence in which they occur.
(9) It is necessary that Ludwig be self-identical.
(10) It is possible for Ludwig not to be a philosophy professor
(11) Necessarily, 9 > 7.
(12) Aristotle could not have been a tea cup.

It is not possible for Aristotle to have been (to be) a tea cup.
(13) Goliath could not have been (be) spherical.
It is not possible for Goliath to be (have been) spherical.

It is necessary that Goliath be goliath-shaped.

(14) Necessarily, Samuel Clemens = Mark Twain.

(15) Necessarily, George Sand ≠ George Eliot.
(9) and (10), it might be thought, do not present a problem for the traditional view.  (9) is true because ‘is self-identical’ applies to everything as a matter of its meaning, and so its conceptual content suffices for the truth of ‘Ludwig is self-identical’ (well, almost,  as we will see), and so for its expressing a conceptual truth, and, hence, for its being conceptually necessary (or, in the formal mode, for the sentence being analytic).  (10) is true on the traditional view because ‘Ludwig’ has no conceptual content, and there is nothing that requires ‘is a philosophy professor’ or ‘is not a philosophy professor’ to apply to it, and so ‘Ludwig is not a philosophy professor’ does not express  a conceptual truth and is not analytic.

In the case of (11), however, if ‘9’ and ‘7’ are (or seem to be) genuine directly referring terms, which contribute only their referents to the proposition expressed by ‘9 > 7’, it can seem puzzling how this could be a conceptual truth, or how ‘9 > 7’ could be analytic.  Yet it seems clearly to be necessary and a priori.  In the case of (12), if ‘Aristotle’ is a genuine directly referring term, and contributes only its referent to the proposition expressed by sentences containing it, how can it be a conceptual or analytic truth that Aristotle was not a tea cup?  Similarly for (5), for ‘Goliath’, our name for a certain statue, which is goliath-shaped, if a genuine proper name, is a directly referring term, and contributes only its referent to the proposition expressed by sentences containing it.  
In the case of (14) and (15), the puzzle is how conceptual content is supposed to account for the truth of ‘Samuel Clemens = Mark Twain’ and ‘George Sand ≠  George Eliot’ if the proper names contained contribute only their referents to the propositions expressed, and so how these could be analytic, if analytic truths express conceptual truths?  For the contained sentences in (14) and (15) seem to express a posteriori truths, and this seems to be grounds for denying they express conceptual truths, and, hence, for denying that they are analytic truths.  

In contrast, the contained sentences in (11)-(13) all seem to express truths that we can know a priori.  This is surprising if indeed conceptual content does not account for their truth.  How is it that we are supposed to be in a position to know that they are true, if the propositions expressed by those sentences involve just the objects named by the names and not conceptual content associated with them?
2.  Names as expressing concepts of individuals

A traditional response (for example, this is the route Carnap takes in Naming and Necessity and which Montague employs in PTQ) is to associate concepts of individuals with proper names.  These are to be conceived of as contrasting with general concepts by being not about properties but individuals.  

This is not in itself to deny that names function to introduce, at least in non-modal contexts, objects into the propositions expressed by sentences containing them.  But it is to deny that they pick out their referents directly in the sense of their referents being assigned to them as a matter of convention in the language and not by way of conventions about what they express, which determines what they refer to relative to how the world is.  This shows that we must distinguish between directly referring terms and object introducing terms.  A directly referring term has its meaning (aside from grammatical role and rules connecting context with referent) exhausted by what it refers to.  An object introducing term (relative to a sentential context) introduces an object into the proposition expressed by the sentence containing it, but may be understood to do pick out the object it contributes by way of some semantically associated conceptual content.  If names are directly referring, then they are object introducing relative to every context.  But names may fail to be directly referring, though they are object introducing, either relative to all or only some contexts.  

For concepts of individuals to work, they must (a) be rigid in the sense of picking out the same individual in every context (the cash value of picking out the same individual in every possible world in which the individual exists) and (b) have associated with them whatever conceptual content is needed to validate the modal claims we make using them.   For present purposes, we might think of these individual concepts as being given (or represented) by rigidified descriptions.  For ‘Aristotle’, it might be something like ‘The person who was actually Plato’s most famous pupil’, supposing this to pick out, when evaluated at any possible world the person whom ‘The person who was Plato’s most famous pupil’ picks out in the actual world, i.e., Aristotle.  
The approach has fallen out of favor.  People can use ‘Aristotle’ competently without knowing that he was Plato’s most famous pupil, and the same seems to be true for anything else we might substitute for this description.  The claim that if there was anyone named ‘Aristotle’, he was Plato’s most famous pupil, is a posteriori even relative to knowledge of the language, which it would not be if ‘Aristotle’ expressed the individual concept given by ‘The person who was actually Plato’s most famous pupil’.
  The same seems to go no matter what description we choose.  Mutatis mutandis, it seems, for ‘Goliath’, ‘Ludwig’, ‘Mark Twain’, ‘Samuel Clemens’, ‘George Sand’ and ‘George Eliot’, which could be passed on into the general language by its introducer in the same way that ‘Aristotle’ (a transliteration from the Greek) was. 
The numerals ‘9’ and ‘7’, however, are different.  In contrast to proper names of contingent existents, the numerals do seem to have associated with them some conceptual content.  Let us first look more closely at the numerals, in following out the idea that some de re modal statements may be understood as grounded in part in conceptual content associated with proper names they contain, and then return to the more problematic case of ordinary proper names.

3. The numerals

The numerals differ from ordinary proper names precisely in the fact that competence in their use requires the acquisition of some individuating knowledge of what they refer to.  I can introduce any name for a number.  I might call the number 1 ‘Bob’, for example.  Someone using the name ‘Bob’ to refer to 1 can do so without actually knowing that ‘Bob’ refers to a number and be counted as competent is its use.  I might tell someone that Bob is pretty special, and he could pass one this bit of information to another using the name, in the same way in which one could pass on what I tell him in telling him that David Kaplan is a famous philosopher without his knowing anything else about David Kaplan.  But the same doesn’t go for ‘0’, ‘1’, ‘2’, etc.  Someone who does not know that ‘1’ refers to a number, and to which number, is not fully competent speaker of English.  

Russell once proposed that the numerals were abbreviated definite descriptions.  We might take ‘0’ to abbreviate ‘the first natural number’, ‘1’ to abbreviate ‘the natural number succeeding 0’, etc.  This would explain why competence in the use of the numerals involved conceptual content.  On this view, (11) is a de dicto modal statement and only appears to be a de re modal statement.  In my view, however, it is preferable to treat the numerals as genuine referring terms, and not as abbreviated definite descriptions, at least on a construal of definite descriptions as quantified noun phrases.  The numerals function grammatically like singular referring terms.  ‘0’ through ‘9’ have no structure, and even where numerals have structure, as  in ‘387’, one cannot quantify into the positions of ‘3’, ‘8’ and ‘7’ (for example, ‘for any x, 38x > 379’ is ungrammatical).  Numerals do not introduce scope ambiguities.  For example, there is no wide-scope reading of ‘9’ in ‘John thinks 9 > 7’ as in the case of ‘John thinks the crook who handles his account is an honest man’.   It is possible to maintain that numerals are abbreviated definite descriptions despite these apparent divergences in usage, by postulating special semantic rules that govern them, but we will see that it is not necessary to do so in order to account for the data.

How then can we represent this sort of conceptual content in our semantic framework without assimilating numerals to definite descriptions?  This will be to say what it comes to, in the semantic theory for a language, to say that a referring term expresses a concept of an individual.  I suggest that we use a special style of reference clause which uses a description to give the referent of the numeral.  We represent these terms as genuine referring terms in giving them reference clauses in the theory.  When we cash out their contribution to the truth conditions of sentences in which they are used to refer to objects, they contribute only their referent.  However, in using a description to give the referent of the numeral, we associate with them some conceptual material.  This represents something that competent speakers know about the numeral, namely, that it refers to the denotation of the relevant definite description.  I will call such names ‘description names’.

We have ten primitive numerals, ‘0’, ‘1’, ..., ‘9’.  Numerals constructed from them, ‘10’, ‘11’, etc., have structure and are complex singular referring terms, like date names.  I propose the following reference clause for the numerals:

R1. For any numeral n, if

a) n = ‘0’ then for any x, if x = the first natural number, then ref(‘0’) = x.

b) n = ‘1’ then for any x, if x = the successor of 0, then ref(‘1’) = x.

c) n = ‘2’ then for any x, if x = the successor of 1, then ref(‘2’) = x.

d) n = ‘3’ then for any x, if x = the successor of 2, then ref(‘3’) = x.

…

k) n ≠ ‘0’... ‘9’, then for all j, if L(n, j), then the x such that x = SUM(0, j, ref(ni) ( 10i) is such that ref(n) = x.

In clause (k), ‘L(n, j)’ is read as ‘n is composed of a string of primitive numerals of length j’, and ‘SUM(0, j, ref(ni) x 10i)’ is read as ‘the sum of ref(n0) ( 10 to the 0th power, ref(n1) ( 10 to the first power, ... ref(nj) ( 10 to the jth power’, where n0 is the right most numeral in n, n1 to its left and so on.

Let us consider also reference axioms for the function terms ‘x + y’ and ‘x ( y’, completions of which will be treated as complex referring terms as well.  Thus, they will have some associated conceptual content which shows up in their reference clauses, but they will contribute to the truth conditions of sentences in which they appear only their referents.  Let ‘α1’, ‘α2’, range over both numerals and, to accommodate quantifying into our complex referring terms, which we will want eventually to do, function terms such as f(‘x’) as well.  The reference clauses go as follows.

R2. For all α1, α2, for any x, if x = the sum of ref(α1) and ref(α2), then ref([α1 + α2])  =  x.

R3. For all α1, α2, then for any x, if x = the product of ref(α1) and ref(α2), then ref([α1 ( α2]) = x.

It is clear that this sort of proposal can be extended to the negative integers, the rationals, the reals, imaginary numbers, etc., as well as mathematical function terms quite generally.


A couple of remarks about this.  First, this provides a precise way of marking the distinction between what I am calling directly referring terms and object-introducing referring terms.  To represent, in our interpretive truth theory, a term as object-introducing, we give it a reference clause.  To represent it as directly referring, we give it a reference clause but do not fix its referent by way of any associated descriptive material, but rather by using a term which is simply a label for the object.  These two different sorts of reference clauses represent differences in what competence in the language requires.  For directly referring terms, competence requires nothing more than that a speaker knows what semantical category it falls in, i.e., that it is a referring term (which knowledge can be exhibited in how the speaker uses it rather than in any explicit propositional knowledge he has), and that the speaker knows what it refers to, where this comes to no more than that for some substitution for ‘F’, which may include indexical terms, he knows, for every name N he is competent with, that the referent of N = the F.  For a referring term, N, which is not a directly referring term but whose referent is rather fixed by some associated conceptual content, competence in its use requires not just knowing the term is a referring term and knowing what it refers to but knowing for the privileged description ‘The F', that the referent of the name N is the F.  This information then is available to the speaker as a matter of his knowledge of the language in assessing the truth of sentences containing the relevant proper names.  This second category of names is what I am calling description names.  

Second, I want to point out an analogy with Kaplan’s [dthat(the F)].  This is a term that is likewise treated as a singular referring term but which has its referent fixed semantically by a certain associated description.  The difference lies wholly in the fact that for a description name, the associated description is fixed, while [dthat(the F)] functions like a variable description name, as bare demonstratives like ‘that’ functions like a variable directly referring proper name.
  
4. Modal statements involving numerals 

Now let us consider how to connected this with an evaluation of modal sentences involving numerals in the scope of a modal operator.  In the following, since we will not be considering any sentences containing A-modifers, I will just use ‘analytic’ rather than ‘analytic+’.  Consider the theorems (1) and (2).

(1) ‘It is necessary that 1 + 1 = 2’ is true in L iff it is analytic that 1 + 1 = 2.

(2) ‘It is necessary that 1 is a number’ is true in L iff it is analytic that 1 is a number.

Here by ‘is a number’ I mean ‘is a natural number’.  We wish to say that it is necessary that 1 + 1 = 2 and that it is necessary that 1 is a number.  Is it analytic that 1 + 1 = 2?   Is it analytic that 1 is a number, given our semantics for numerals above?  

Let us start with ‘1 is a number’. It is a matter of the meaning of ‘is a number’ that something satisfies it if it is 0, i.e., the first natural number, or is a successor of 0. Thus, if we can show by appeal to facts about the meaning of ‘1’ that it refers to 0 or a successor of 0, we will have shown that ‘1 is a number’ is analytic. 

By virtue of using a definite description to fix the reference of ‘1’, we are representing it as a meaning fact about ‘1’ that its referent is the denotation of that description.  Thus, as a matter of meaning alone (in L), for any x, if x = the successor of 0, then ref(‘1’) = x, from which it follows that ref(‘1’) is the successor of 0.  So, on this account, ‘It is necessary that 1 is a number’ comes out true.  

(i) 
M:
 for all x, x is a number iff x is 0 or a successor of 0. [analysis of ‘is a number’]

(ii) 
M: ‘1’ refers to the successor of 0. [R1.b)]

(iii) 
M: 1 is a successor of 0. [(ii)]

(iv) M: 1 is a number. [(i), (iii)]

Turning to ‘1 + 1 = 2’, we know that this is true as a matter of meaning alone iff ref(‘1 + 1’) = ref(‘2’) as a matter of meaning alone.  From our reference clauses, we know that ref(‘1 + 1’) = 1 + 1, and on the usual definitions it is a matter of meaning alone that this is 2, so since ref(‘2’) = 2 as a matter of meaning alone, given our reference clauses, we have it that ‘1 + 1 = 2’ is analytic, and so ‘It is necessary that 1 + 1 = 2’ is true.

(i) 
M: ref(‘1 + 1’) = ref(‘1’) + ref(‘1’) = 1 + 1 = the successor of 0 + the successor of 0. [R2, R1.b)]

(ii) 
M: the successor of 0 + the successor of 0 = the successor of the successor of 0. [analysis of ‘+’]

(iii) 
M: ref(‘2’) = 2 = the successor of 1 = the successor of the successor of 0. [R1.c),b)]

(iv) M: 1 + 1 = 2 [(i)- (iii)]

This shows that we can make sense of de re modal necessities of the form (16).

(16) It is necessary that Fa,

where ‘Fa’ is conceptually (analytically) true not because ‘F’ applies to everything (as in the case of ‘is self-identical’) but because the referring term, though a object introducing term, has some conceptual content attached to it.  It does this in a way that makes unmysterious what this could come to. In particular, in the language, the term, as a matter of the rules of the language, is used to refer to the denotation of a certain description.  This makes sense of essentialist intuitions involving the numbers, but without commitment to essential properties of objects.  Furthermore, it does this in a way which preserves the view that numerals are genuine referring terms and introduce only their referents into the truth conditions of sentences in which they are used.  The key to seeing how this is compatible with their conceptual content contributing to the truth conditions of de re modal statements involving them is the fact that they do not appear in a referentially transparent position because they in effect function as a component of a sentence which is referred to in the modal statement.
5. Category names

Return now to referring terms like ‘Aristotle’ and ‘Goliath’.  I am doubtful that (12)-(15) in our original list are true.  I want to hold it open that intuitions about modal statements like those in (12) and (13) involving proper names like ‘Aristotle’ and ‘Goliath’ are actually generated by some pragmatic mechanism where the intuitions focus on a proposition other than the one expressed literally by the sentence.  In addition to this worry, another worry arises with respect treating proper names as object introducing because it seems to support an entailment from any statement involving a proper name ‘N’ to there being something which is identical with N.  This affects (1) as well.  This second worry I will return to in due course.  

Despite my doubts about whether the intuitions involved in cases like (12) and (13) focus on their literal content, I want to consider what sort of treatment they could be given in the current framework, on the assumption that they are literally true, compatibly with the traditional view.  

‘Aristotle’ and ‘Goliath’ are not description names in the sense in which the numerals are.  However, the effects we want can be secured by treating them as similar to description names in putting some requirements on their referents but not purporting to determine the referent by those requirements.  They are like description names in their referents being restricted by some associated conceptual material.  The idea is best illustrated by giving appropriate reference clauses.

R4. For any x, if x = A and x is a person, then ref(‘Aristotle’) = x.

R5. For any x, if x = G and x is a roughly goliath-shaped, then ref(‘Goliath’) = x.

I will call these category names (this is an idea championed by Alan Sidelle expressed in the framework on truth-theoretical semantics).  I will use ‘descriptive name’ as a term which will cover both description names and category names.  As before, the idea is that anyone competent in their uses knows that they are referring terms, knows what they refer to, and knows, as the reference clauses indicate, that they refer to a person, or an object which is goliath-shaped.  ‘A’ is a non-description name of Aristotle and ‘G’ is a non-description name of Goliath.  

Do we get the right results?  It seems so (barring the existential worry mentioned a moment ago): as a matter of meaning alone Aristotle is a person; as a matter of meaning alone, nothing which is a tea cup is a person (this might be doubted, but if so that casts doubt on the truth of (12)).  So as a matter of meaning alone, Aristotle is not a tea cup.  Thus, we have (17), which is all we need to validate (12).

(17) It is analytic that Aristotle is not a tea cup

(12)  It is necessary that Aristotle not be a tea cup.

Mutatis mutandis for ‘Goliath is not shaped like a ball’.

What about the objection that one may use a name like ‘Aristotle’ and ‘Goliath’ competently without knowing even that they are to name a person or something with a certain man-like shape?  I think this may be right, and this is part of the reason I am doubtful that we should endorse these modal statements.  But it is a delicate matter to judge.  It seems to me that names could function as category names though people can use them for many ordinary purposes without knowing this or what categories are associated with them.  This is of a piece with the division of linguistic labor and is something that happens with general terms.  Someone can use the term ‘chuck roast’ without knowing precisely what part of the cow ‘chuck’ refers to.  We count him in one sense as competent, but not as fully competent in the use of the word.  Perhaps something similar can be said in defense of category names.  It is some support for this that someone who used ‘Aristotle’ completely parasitically, i.e., someone who knows only that it is a referring term and that it refers to whatever was referred to by the person using it from whom he got it, would not be felt to be in a position to know that (12) was true, and similarly for ‘Goliath’ and (12).    But this may only be an expression of his not being exposed to knowledge of facts about their routine use or circumstances of introduction which are part of the pragmatic background generating implicatures which drive intuitions in these cases.
If we accept that many ordinary proper names are category names, a consequence is that one cannot in general intersubstitute in modal contexts, if the present analysis is on the right track, solely on the basis of coreference for singular terms, because there is no guarantee that coreference preserves all the semantic features of referring terms that may be relevant to evaluating a modal statement, even though proper names are object introducing in all purely referential contexts.
Another consequence is that this analysis makes sense of de re modal statements like (12) without appeal to essential properties.  What makes (12) true is not something about Aristotle, but something about the name we use to refer to him.  The position of ‘Aristotle’ in (12) is not a referential position.  It is a position in a sentence that is mentioned (and q-used).  Hence, the matrix ‘It is necessary that x not be a tea cup’ cannot be treated as attributing a property.  It is like ‘x is not a tea cup’ is analytic in English.  We will come back to this when we turn to quantified modal statements, for it is clear that there is some tension between this position and quantifying into modal contexts.
6. Identity statements involving proper names

In the case of identity statements involving proper names, the appeal to category names does not help.  In (14) and (15), repeated here, the names would presumably all have associated with them the same category, that of personhood, but this is not sufficient to secure sameness or distinctness of referent.  

(14) Necessarily, Samuel Clemens = Mark Twain.

(15) Necessarily, George Sand ≠  George Eliot.

So we must give up the idea that these statements are true in virtue of conceptual content associated with the contained names.  Perhaps the case can be made for some identity statements involving full-blown description names, as in the case of the numerals, being true in virtue of conceptual content associated with the names, e.g., ‘eπi = -1’, but for ordinary proper names, even full-blown description names would not be a help unless it were analytic that the two descriptions co-denoted.  

However, we run into a difficulty for the present approach only if it follows from this that true identity statements involving proper names are not analytic.  And in the special case of identity statements involving proper names, arguably, it does not follow.

A statement is analytic if its truth follows from true meaning statements about its contained terms.  Consider these two reference clauses for ‘Samuel Clemens’ and ‘Mark Twain’.

Ref(‘Samuel Clemens’) = Samuel Clemens

Ref(‘Mark Twain’) = Mark Twain.

From these, though it is not obvious, it follows that ‘Samuel Clemens = Mark Twain’ is true.  Why?  Because these reference clauses give the meaning of the names by giving their referent, and they give each name the same referent.  We give equally well the referent of ‘Mark Twain’ with

Ref(‘Mark Twain’) = Samuel Clemens.

This makes clear that ‘Samuel Clemens = Mark Twain’ does follow from these two reference clauses.  Since we can preface these with ‘It is a matter of meaning alone that’, and this is factive, it is clear that ‘Samuel Clemens = Mark Twain’ is true as a matter of meaning alone.

What about ‘George Sand ≠  George Eliot’?  Here the same point applies.  

Ref(‘George Sand’) = George Sand.

Ref(‘George Eliot’) = George Eliot.

Since these reference clauses assign different referents (not something you can know just by being competent in the language), it follows from what they state that ‘George Sand ≠  George Eliot’ is true; since each can be prefaced without loss of truth with ‘It is a matter of meaning alone that’, this follows from true meaning statements about the contained terms.

This suggests that analytic entailment is not the same thing as a priori entailment.  However, it may be that for any analytic entailment between statements s1 and s2, there is always some way of expressing what s1 and s2 express that provides an a priori route from the one to the other.  In the present case, if we give the referent of ‘Mark Twain’ and ‘Samuel Clemens’ using the same term, then, relative to a stipulation that the metalanguage not be ambiguous, ‘Samuel Clemens = Mark Twain’ is an a priori analytic entailment from the reference axioms.  Even ‘George Sand ≠ George Eliot’, relative to appropriate assumptions about the metalanguage, can be seen as an a priori analytic entailment from the axioms, namely, relative to the assumption that referring terms in the metalanguage are neither redundant nor ambiguous, so that for coreferring terms the same metalanguage term is used and for non-coreferring terms different metalanguage terms are used.   
7. Is it analytic/necessary that Aristotle exist?

Now I turn to the worry I put aside earlier.  Reference clauses are supposed to be such that one can preface them with ‘it is true as a matter of meaning alone that’, as for any axiom of the truth theory.  Take a reference clause for ‘Aristotle’, now taking this to be a pure name, i.e., one that is not a description or category name, in (17), and preface it with ‘it is true as a matter of meaning alone that’ in (18).


(17) Ref(‘Aristotle’) = Aristotle.


(18) It is true as a matter of meaning alone that Ref(‘Aristotle’) = Aristotle.

 If (18) is true, then it follows that ‘Ref(‘Aristotle’) = Aristotle’ is true, and from this it follows that ‘Aristotle exists’ is true.
  Thus, we seem to be committed to the claim that it is analytic that Aristotle exists.  Hence, on our analysis, it would follow that it is necessary that Aristotle exists, contrary to fact.

However, a similar puzzle arises about necessity statements involving proper names, independently of the present analysis.  Consider (14) and (19).


(14) Necessarily, Samuel Clemens = Mark Twain.


(19) That Samuel Clemens = Mark Twain entails that Samuel Clemens exists.

Given principle [P], from (14) and (19) we can infer (20), which is false.  
[P] If necessarily p and that p entails that q, then necessarily q

(20) Necessarily, Samuel Clemens exists

We must therefore reject at least one of (14), (19), and [P] or accept (20).
In the case of (14), we evaluate what the contained sentence expresses on the basis of whether the identity relation could fail to hold true of the ordered pair consisting of the referent of the first and the referent of the second proper name, given the meaning of the identity sign.  And there the answer is ‘no’.  But in the case of (20), it seems that we ask whether the meaning of ‘exists’ requires that the referent of ‘Samuel Clemens’, i.e., Samuel Clemens, be in its extension. And the answer to that is ‘no’.  We are also inclined to hold the principle that yields a contradiction with these results because we think that if that p entails that q, then necessarily, if p then q, and this with the standard interpretation of the unrestricted modal operators as obeying an S5 modal logic yields the result that if necessarily p and p entails q, then necessarily q.  

The culprit is not far to seek.  It is (14) that we should reject, as misexpressing what is intended.  But this has ramifications, so let us first consider each of the options.    

Accepting (20) seems to me to be the option of last recourse.  It would , first of all, be acceptable only if we took ‘Samuel Clemens’ to be a directly referring term, for if it were a category name whose category was persons then we would be committed to its being necessary that there is a person.  But it seems clear that it is possible that there not be or have been any persons.  Accepting (20) would force us to a radical revision of our ontology because there is no category which is such that it is necessary that there be objects in that category.  Thus, everything would be a kind of thing that has no essential nature except that of existing, and everything would be in effect the colorless objects of Wittgenstein’s Tractatus, the substance of the world, what remains though everything else may vary.  However, since it seems to me possible that there have been fewer or more things than there are, and, indeed, for there to have been nothing, it seems to me that we cannot accept (20), because doing so would force us to deny these things.

The ground for accepting (19) is that proper names are object introducing terms and that consequently a sentence containing a proper name ‘N’ in a referential position is truth evaluable only if the proper name refers, and that suffices for the truth of ‘N exists’.  If that p entails that q provided that our understanding of the conditions under which it is true that p require it to be true that q, then on our assumptions (19) is true.  We are working under the assumption that proper names are object introducing terms.  To reject (19) then, we would have to reject this way of understanding what follows from its being the case that that p entails that q.  This seems incompatible with our intuitive understanding of entailment, however, for it would require us to deny that it is entailed by John’s loving Mary that John and Mary exist and so also that it is entailed by John’s loving Mary that someone loves someone, for if the later is true in virtue of the former it is because John and Mary satisfy the matrix ‘x loves y’.  I will therefore hold (19) fixed.

If we accept (14) and (19) and reject (20), then we must reject [P].  However, given our characterization of analyticity, it is hard to see how [P] could fail, for a statement is analytic if it follows from true meaning statements about the constitutive terms.  Certainly, if one did reject [P], one would not want to do so for all instances of p and q.  So one would need to restrict the principle to only some instances.  One suggestion might be to restrict the principle that if p is analytic and if p analytically entails q, then q is analytic to instances of ‘p’ and ‘q’ that do not contain proper names.  But this is too restrictive for it would rule out (14), since (14) analytically entails itself.  A less drastic restriction would be to restrict the principle to instances of ‘q’ which do not contain predications of existence with proper names in subject position.  We will include in this both sentences of the form [N exists] and of the form [There is an x such that x = N] and sentences logically equivalent to these  This restriction does not look like a rejection of [P], however, so much as a refusal to use it in cases in which it gets us into trouble.  But in that case, the refusal to use it is to acknowledge that we must revise our account of the relation between analyticity and necessity.   ‘Samuel Clemens exists’ is analytic, but it is not necessary that Samuel Clemens exist.  But ‘Samuel Clemens = Mark Twain’ is analytic and it is necessary that Samuel Clemens = Mark Twain.  But if we want an account of necessity in terms of analyticity, we must have a principled account of the restriction of necessity to a proper subclass of analytic statements.  That the statement involves predicating existing of something picked out with a proper name  identifies the statements we want to exclude but provides no ground for or explanation for the exclusion.  

Let us consider then rejecting (14) on the grounds that we should reject (20) but hold onto (19) and [P].
  It might be suggested that what we really mean to express by (14) is not the necessity of Mark Twain’s being Samuel Clemens, but the necessity of a conditional claim that if Mark Twain and Samuel Clemens exist, then Mark Twain is Samuel Clemens, as in (14′).

(14′) Necessarily, if Mark Twain or Samuel Clemens exist, then Mark Twain = Samuel Clemens

However, on the assumption that ‘Mark Twain’ and ‘Samuel Clemens’ are object introducing terms, the conditional ‘if Mark Twain or Samuel Clemens exist, then Mark Twain = Samuel Clemens’ implies ‘Mark Twain exists’ and ‘Samuel Clemens exists’ as well.
  

We can express more precisely the intention if we construe ‘Necessarily’ as a quantifier over possible worlds and treat predicates as having an argument place for worlds bound by it.  Then we could represent the idea as in (14″).

(14″) For every possible world w, if exists(Mark Twain, w) or exists(Samuel Clemens, w), then =(Samuel Clemens, Mark Twain, w) 

This avoids the difficulty because although it follows from this that Mark Twain exists and Samuel Clemens exist, it does not follow that in any possible world w, exists(Mark Twain/Samuel Clemens, w).  However, this is not a proposal that is available in the present project because we seek to understand necessity in terms of analyticity, and not in terms of an ontology of possible worlds, or other entities that might go proxy for them.


A natural suggestion is a metalinguistic version (14′″).

(14′″) Necessarily, if ‘Mark Twain’ refers in English and ‘Samuel Clemens’ refers in English, then ‘Samuel Clemens = Mark Twain’ is true in English.  

This requires us to treat ‘English’ as a rigid designator of a language which fixes its semantics and syntax.  However, given the relativization to English, and the stipulation that ‘English’ is a rigid designator, we can also express this unconditionally.

(14′′′′) Necessarily, ‘Mark Twain = Samuel Clemens’ is true in English.

On this suggestion, (14) is a mistaken material mode expression of what should be a claim in the formal mode.  As we do frequently make material mode claims when we should make formal mode claims in ordinary speech, this is a plausible suggestion.


However, since we argued earlier ‘Mark Twain = Samuel Clemens’ is analytic, if we reject (14), we must still revise either (i) our account of the relation between analyticity and necessity, (ii) our account of analyticity, or (iii) our account of the meaning of proper names.   If we revise our account of the relation between analyticity and necessity, then our goal is basically to count as necessary all analytic statements from which it does not analytically follow that a contingent particular exists.  This would be relatively straightforward, and it would correspond to restricting our attention to the a priori analytic,
 that is, to those analytic statements (in our idiolects) whose truth we can know without empirical knowledge, which amounts to those analytic statements whose meanings (in our own idiolect) we can know without empirical knowledge.  

If we revise our account of analyticity, the aim will be to render any statement in which a proper name for a contingent existent is used in a referring position non-analytic.  We could do this by stipulation, that is, by introducing a term as having as its extension that subset of the extension of ‘analytic’ as we have characterized it that does not include any sentences containing proper names for contingent existents.  This would be equivalent to restricting the extension to the a priori analytic, and so this is in effect only a notational variant of the previous proposal.

We might also revise our reference clauses for proper names so to represent competence in the use of a proper name not requiring knowledge that it has a referent.  Thus, we would replace (17) with (21).

(21) For any x, if ‘Aristotle’ has a referent and x = A, then ref(‘Aristotle’) = x.

From (21) being true in virtue of meaning alone, it would not follow that ‘Aristotle’ has a referent.  One could not then know, for any name with such a reference clause, any statement in which it is used in a referring position solely on the basis of meaning, and, hence, no such statement would be analytic. 


On the whole I am inclined to revise the relation between the analytic and the necessary rather than revising our notion of the analytic for these purposes or to revise our reference clauses.  The second option, as mentioned, seems to be a kind of notation variant on the first.  The third option seems to me not to correctly represent how we should think about knowing the meaning of a proper name.  If one does not know what a name refers to, one does not know its meaning; but if one does not know that it refers, it seems clear that one does not know what it refers to.  Therefore, we should say that to know the meaning of a name, one needs minimally to know that it refers, and beyond that what it refers to in particular, and, if a category or description name, also that it falls in an appropriate category or that it is the denotation of an appropriate description, respectively.  


We should note that taking this route also means that we must reject (9), (12) and (13) in our original list.  For all these entail that something exists, on the assumption that names are object introducing terms.  Supposing that many proper names are category names, what should we say we were trying to express with (12) and (13) in particular?  In possible worlds talk, we could put it as in (12′) and (13′).

(12′) (w)(exists(Aristotle, w) ( ~tea-cup(Aristotle, w))

 (13′) (w)(exists(Goliath, w) ( goliath-shaped(Goliath, w))

In the present project, I cannot avail myself of these representations, however.  As before, it will be natural to suggest metalinguistic replacements as in (12′′) and (13′′).

(12′′) Necessarily, if ‘Aristotle exists’ is true in English, then ‘It is not the case that Aristotle is a tea cup’ is true in English.

(13′′) Necessarily, if ‘Goliath exists’ is true in English, then ‘Goliath is goliath-shaped’ is true in English.

But again we can reduce each of these to the simpler formulations in (12′′′) and (13′′′).

(12′′′) Necessarily, ‘It is not the case that Aristotle exists’ is true in English.

(13′′′) Necessarily, ‘Goliath is goliath-shaped’ is true in English.

8. Quantifying in

I turn now to quantified modal statements.  I take this in two stages.  In the first, I consider how to extend the account up to section 6 above to quantified modal statements.  In the second, we consider what the ramifications of the reflections of section 6 are for the account.

So far we have dealt with de re modal statements containing proper names.  The approach has been to treat names in de re modal statements which raise problems for analyzing modality in terms of analyticity as having some semantically associated conceptual content, either in virtue of their being description names or category names.  Description names, for example, the numerals, are names whose referents are given by certain descriptions as a matter of the conventions of the language, so that someone fully competent in their use must know that their referents are the denotations of those associated descriptions.  Since the descriptions appear in reference clauses in our semantic theory, the names for which they fix referents are still treated semantically and syntactically as referring terms, and they contribute only their referents to the propositions expressed by sentences containing them, in the sense that in proving T-sentences for object language sentences containing them, the contribution of the name to the truth conditions for the sentence is given using a function that just yields an object.  For example, for ‘Aristotle is a tea cup’, prior to discharging the reference function (and ignoring context sensitivity), we would have:

(22) 
‘Aristotle is a tea cup’ is true iff Ref(‘Aristotle’) is a tea cup

Category names are names whose reference clauses include a predicate restriction of some kind on the referent.  Again, this represents what competent speakers of the language must know about the name to be fully competent in its use.  This sort of information then is available to make use of in determining whether a sentence containing a proper name is true in virtue of meaning , i.e., whether its truth follows from true meaning statements about its constituents.

There is, however, a tension between this approach and the fact that we can, it seems, quantify into modal statements.  Consider, for example, (2), repeated here.
(2) 
Something is [such that] necessarily [it is] greater than seven. 

There is an x such that x is necessarily greater than 7.


There is an x such that it is necessary that x be greater than 7.

If we take the quantification here to be objectual, then we seem to have a sentence of the form, 

(23) 
There is an x such that ((x),
where position occupied by ‘x’ in ‘((x)’ is extensional and purely referential, that is, is a position in which one can interchange coreferring terms salva veritate, and, indeed, interchange referring terms with definite descriptions which denote what they refer to salva veritate.  But if on analysis (2) is equivalent to (24), and ‘it is analytic that x is greater than 7’ has the truth conditions given in (25), then we seem to be quantifying into, in effect, a quotational context, which is illegitimate (I use ‘analytic’ rather than ‘analytic+’ to keep things simple, and I ignore context sensitivity, and use ‘L’ to denote our object language, a sometimes regimented fragment of English).

(24)
There is an x such that it is analytic that x is greater than 7

(25)
‘x is greater than 7’ is analytic in L.

To put it another way, we are treating ‘that p’ in ‘It is necessary that p’ as itself a referring term, one that refers to the contained sentence ‘p’.  Thus, in (2), on this approach, it appears that we are quantifying into a referring term.  It is as if we had written, ‘There is an x such that Sam plays the xylophone’.

9. The basic approach 

The solution to the problem is to see the surface form of (2) as misleading.  Why is (2)  intuitively true?  It is because we know that there is a true instantiation of it, i.e., (11), repeated here. 

(11) 
Necessarily, 9 > 7.

This suggests that we understand existential quantification into modal contexts in general then as involving a commitment to there being an appropriate completion of the sentence in the scope of the modal operator which makes true the sentence obtained from it by removing the existential quantifier and replacing the open sentence in the complement with the completion.  Similarly, for universal quantification, we would require that every appropriate completion of the sentence in the scope of the modal operator make true the sentence obtained from it by removing the universal quantifier and replacing the open sentence in the complement with the completion.

This is the idea I wish to develop.
  For full generality, we should consider how to develop the idea with respect to whether a function satisfies an open sentence with a variable in the scope of a modal operator.  The basic idea will be to require that the sentence obtained from replacing the variable or variables in the scope of the modal operator with referring terms that refer to what the function assigns to those variables be true.  If we develop the proposal in terms of the conditions under which a function satisfies a modal statement with a free variable in the scope of a modal operator, then we will not need to make any changes to the usual clauses for quantifiers.  

There is a complication, however, which is that we cannot rely on the object language itself having enough names for all the things which our functions assign to variables.  Thus, we need to consider completions in minimal extensions of the object language, languages which extend the object language at most in that they have an appropriate referring term in them.  With this in mind, we can try a first pass at implementing this in M2.

M2. For all f, s, f sat in L [It is necessary that s] iff it is analytic+ ref([that s])
We understand ‘it is analytic+ x’ as follows:

[A] 
‘it is analytic+ x’ =df ‘[for some L+: for each free variable v in x, L+ is like L except at most in that there is a name n in L+ such that ref(n) = f(v)][for some y: y results from replacing each free variable v in x with a name in L+ that refers to f(v)](y is analytic in L+)’.

When s contains no free variables, this gives us the same result as M0.  When it does, the satisfaction conditions are given in terms of a completion of the formula in the complement, in a minimal extension of L, in which the names that replace the variables are assigned as referents what the function assigns to the variables they replace.  This then feeds in the usual way into the standard axioms for quantification, which require no modification.
 
This initial proposal requires some revision.  It works fine for ‘There is an x such that it is necessary that x > 7’, for there is some name, namely, ‘9’, which we can replace ‘x’ with in ‘x is greater than 7’, in the language itself, which makes true ‘necessarily, 9 > 7’.  But consider some sentence such as (26).

(26)
There is an x such that necessarily x is a philosopher.

There is no name N in the language such that ‘N is a philosopher’ is analytic, and presumably we do not what to treat (26) as true.  But there is a category name N* in an extension of the language which does make ‘N* is a philosopher’ analytic in that language.  And, in general, for any predicate F, there will be an extension of the language in which some name N is such that ‘N is F’ is analytic in that language.  Thus, M2 is too generous.  It will make true every instance of the schema (27).

(27) For any x, if x is F, then it is necessary that x is F.
This is so because for any x, either it is not F, in which case it satisfies ‘if x is F, then it is necessary that x is F’ or it is F, and so ‘it is necessary that x is F’ because that requires only an extension of the language that has a description or category name requiring it to be F, which is satisfied if it is F.  But although Bill Gates is rich, it is not necessary that he should be so.  

This suggests that we should reformulate our definition of ‘analytic+’ so that we consider extended languages only when we do not already have a name in the language for the value that a function assigns to a variable, and then restrict the names in extended languages to names which are neither description names nor category names.  Let us call such names purely referential names.  The result is [A1].

[A1]
‘it is analytic+ x’ =df ‘[for some L+: for each free variable v in x, L+ is like L except at most in that there is a purely referential name n in L+ such that ref(n) = f(v) if there is no name in L for f(v)][for some y: y results from replacing each free variable v in x with a name in L+ that refers to f(v)](y is analytic in L+)’.
The effect of this is to make quantified modal statements sensitive to what description and category names are at play in the language.
  This has the right results for a lot of cases.  It will not endorse (26), but it will endorse (28) and (29) (assuming certain names of statues and persons are category names—though I will raise some questions about this later).
(28) 
There is some x such that it is necessary that x be a statue.

(29)
There is some x such that it is necessary that x be a person. 

In the case of (28), there is ‘Goliath’, and in the case of (29), there is ‘Aristotle’, or, to put it somewhat confusedly in the material mode, Goliath makes (28) true and Aristotle makes (29) true.  Consider further (30)-(32).  

(30) 
There is an x such that it is possible that Fx.
(31)
For all x it is possible that Fx.
(32)
For all x it is necessary that Fx.

(30) comes out straightforwardly true as long as what replaces ‘F’ does not analytically have the null extension.  (31) is false if ‘F’ is replaced by a term which is used in the reference fixing description for a descriptive name in the actual language, otherwise true.  (32) is false for any substitution for ‘F’ which is not analytically true of everything.  If there is a whole class of objects for which there are descriptive names fixing properties which determine them to be members of the same class, as for the numbers, then we can endorse such claims as (33).

(33) For all x, if x is a number, then necessarily x is a number. 

So far so good.

10. The problem of necessities attaching to types of objects

Unfortunately, this seems to create difficulties in another direction.  For we are inclined to endorse claims which commit us to saying that some things, for which there is no name in the language, are such that they are necessarily thus and so, (34)-(36) for example.

(34) 
For any x, if x is a spatio-temporal object (distinct from any self), then necessarily x has a spatial location.

(35)
For any x, if x is a person, then necessarily x is a person.

(36) 
For any x, y, z, if z is the offspring of x and y, then necessarily x and y are the parents of z.

Clearly, not every spatio-temporal object is named, and not every offspring is named, and not every person is named either—there were people before the human institution of language arose, for example.  In this case, the truth of (34)-(36) would pose a problem for the analysis so far because according to M2 interpreted according to [A1], these would all be false.


Now, it may be that one can challenge the claims.  Take (36), for example.  Is it possible that I be an immaterial being?  Why not?  But if I had been an immaterial being, what sense would there be to my having parents?  Perhaps, then, intuitions about the necessity of origins are not so reliable.   Or consider the epistemic possibility that the world began five minutes ago.  If that is epistemically possible, surely it is also possible.  But then it is possible for me not to have had parents and be a biological being, and so for any other thing which is actually the offspring of something or some things.
  This sort of thought experiment, if coherent, would seem to undermine generally the claim that the origins of a thing are essential to it.  Take (35) now.  I am a person.  But suppose God becomes angry with me and turns me into stone.  I am then not a person, but a rock.  Then suppose God gets over his anger (“How childish of me,” he thinks) and turns me back into a flesh and blood being.  Consider also the story in the Odyssey of Circe changing some of Odysseus’s men into swine, not talking swine, but ordinary swine, and then changing them back into men.  Swine are not persons, not ordinary swine, anyway.  Similarly see the tales of metamorphosis in Ovid.  While in some of these the human beings or gods undergoing metamorphoses retain their nature as persons, it is not so in all the cases—for example, Daphne being transformed into a tree.  Apart from magical cases, surely we can conceive of beings who go through different stages of life in only one of which they are persons, rather like the different stages in the life of a butterfly.  Indeed, arguably human beings are like this.  You were once an infant, but arguably a day old infant is not a person, and is merely treated as one because of its potential to become one.  What about (34)?  I have the self, by which I mean a thinking being, as an exception, because I am, it seems, a spatio-temporal object, but I might have been an immaterial being.  But what about ordinary physical objects?  Well, perhaps reflections on metamorphoses give examples here as well, for if something which is a person can become a physical object which is not a person, then it seems a physical object which is not a person could have been an immaterial being.   This suggests modifying (34) to (37).

(37)
For any x, if x is a spatio-temporal object and has always and always will be distinct from any person, then necessarily x has a spatial location. 

Is even this so clear?  Is it inconceivable that the laws of nature be such that physical things go through various transformations in the very long run which involve evolutions into things which are not spatially located?  And if it is not inconceivable, then surely it is possible for things which are physical to have not been so.  


It seems to me, then, that it is not so clear in fact that such claims of de re necessities attaching to categories of things are true.  (If these reflections are correct, we should also withdraw our allegiance to (12) and (13).)  However, for the rest of this exercise, I want to ask whether, if our intuitions do validate such claims, they can be accommodated in some way in the present framework.

11. A response to the problem of necessities attaching to types of objects

Suppose, then, we take the seeming intuitions about (34)-(36) at face value.  Can we accommodate them in the current framework?  I think the answer is ‘yes’, though it does cast the enterprise in a somewhat different light than before, and may suggest some revisions to our earlier account of the intuitions attaching to names such as ‘Aristotle’.  In the current framework, the task is to say, in a principled way, what subclass of extended languages containing description names we should look at to accommodate these cases without being too permissive.  


To begin with, we need to understand why we think (34)-(36) are (or appear) true.  What could explain this, in line with the general idea that de re modal claims are grounded in conceptual content associated with singular terms?  In thinking that (34) is true, we are thinking that every instantiation of it is.  Of course, in our language, we do not have names for all the objects which we quantify over.  So in imagining every instantiation being true, we are imagining our being able to introduce names.  In effect, this is how variables work relative to a function.  The function assigns them values, which is to say referents relative to the function.  


It is worth noting that when we have intuitions to the effect that a sentence of the form (38) is true, it is because what goes in for ‘F’ represents some kind of basic category of object, a physical object, a person, a living thing.  

(38) 
For any x, if x is F, the necessarily, x is F.

I suggest that we think about what is involved in introducing names into a language for a category of objects.  If it turns out that in introducing a name into the language for a certain category of object, we must think of it as satisfying certain predicates or having certain properties, then, my suggestion is that we think of those properties as associated with the name for the purposes of evaluating sentences in which it appears in the scope of a modal operator.  


Take physical objects.  How do we, in the most fundamental case, introduce a name for a physical object?  In speaking of the most fundamental case, I mean to be talking about the case in which we introduce a name for a physical object without relying on anyone else’s ability to refer to it.  We can do it either by ostension, or by mere description (ostension will involve having some description of the object though not every description of it will involve ostension of it).  In either case, we must think of the introduction of the name as being a ceremony that could be made public, because it must be possible for someone else to grasp what it is that we mean, in the first instance, by the name.  If by ostension, then we must have some sort of locating it so as to distinguish it from other objects, and however we do this, it must involving thinking of it as having a spatial position.  This will typically be by some sort of visual or tactile presentation of it which will involve a presentation of it as spatially located.  An object may also be located aurally.  Some aural representations involve presentations of objects as located in positions relative to us.  Any such representation will involve thinking of the object as spatially located.  We might think of introducing a name for an object as what is causing in us a certain aural sensation.  But there are not any unique causes of aural sensations, so we must add some further restrictive material, and this will involve bringing the object under some category that involves thinking of it as spatially located, or as something not at all spatially located and therefore not a physical object (I might say: let ‘G’ name the supernatural being who is causing this experience in me, but then if reference is secured, it is not to a physical object).  In the case of descriptions, they can either be anchored by reference to the self and a time, or be pure descriptions.   If anchored by reference to the self and a time, then they must pick out an object by its relation to the self at a time.  The relation may be spatial, in which case the object if any which the introduced name names will have a spatial location, or it will be causal.  If causal, then since everything has many causes, to determine which object is in question, some additional descriptive material attaching to the object must be supplied which will determine its category.  We seem to work with three basic categories of object (in the sense of things that are in the first instance property bearers rather than states or events of property instantiations), physical, mental and abstract.  Any other category of object (I do not treat relational properties as determine a category of object, for example, being what someone is thinking about does not determine in the relevant sense a category of object)  a thing falls into will determine it to fall in one of these.  No abstract object is a physical object or spatially located.  So this leaves picking out a thing in virtue of is causal relations to one and its being either something which entails that it is physical or being something which entails that it is mental (has mental properties).  The former obvious entails that the thing is spatially located.  A description of something as being the object of a certain thought is not for the person introducing the name a fundamental way of picking out the object, because it relies on someone else’s being able to pick it out independently, and so this sort of description is not relevant.  This leaves one case, and that is that the description picks out something as a thinking being standing in a certain causal relation to one which is also a physical object.  But this is the category of thing which is excluded from our generalization.


The idea is that we have a fundamental scheme for individuating objects falling into the most general categories of things for which we have concepts.  The objects can be individuated in relation to the fundamental scheme without determining what further properties they have beyond those involved in the fundamental scheme of individuation.  For physical objects, that scheme involves their spatio-temporal location, for distinct physical objects occupy distinct spatio-temporal regions.  However, no way of picking them out can fail to bring them under the relevant general category, unless, perhaps, it is a thing which falls into more than one fundamental category, and in this case, our intuitions about the necessity of the things having the categorical properties fade.


What about the case of persons (or thinking beings)?  Our fundamental way of individuating persons has to do with their being things which bear certain direct epistemic and cognitive relations to themselves and their thoughts.  Distinct persons are distinct loci of consciousness.  In introducing names for persons we must distinguish between ourselves and others.  We can think about ourselves directly and not via a description.  To think of another person, we must pick him out either by his being in some relation to us, or by pure description.  If the naming ceremony must be in principle public, then the relevant way of picking out a person is via some way in principle available to more than one person.  If we pick out another as the agent of certain behavior, then we of course pick him out as falling in the category of a person.  Can we though name a person by pointing to a certain physical object and giving it a name?  No, for if we name the physical object, we have named something whose persistence conditions are not the same as those of any person whose body it might be.  To name the person, we must distinguish him from his body, and this will require some psychological predicate.  Similar considerations go for any description we introduce to fix the referent of a name of a person, as opposed to a physical object.  To be sure that we have named the right thing, the person, we must use some psychological predicate, and so identify it as a person.  


What about the necessity of origins?   I think this is a more difficult case.   People who have intuitions about the essentiality of origins have them for complex, temporally extended, things generally, whether biological or otherwise.  We think of temporally extended things, which have an origin, as having certain parts at its origin, and its identity being a matter of the identity of its parts and their arrangement.  A thing may develop in different ways.  It might  have had different parts later than it actually did.  But our fundamental way of individuating complex temporally extended things is by way of the parts they had at their origin, for we conceive of them as individuated at any time by the parts they have then, and though at times subsequent to their origin we can make sense of their having different parts than they do, at their origin we cannot because we have no way to identify the object as that object by appeal to a prior temporal stage at which it had parts it actually had and then changed into a thing with those other parts.  So the idea is that to name a thing of that kind, we must bring it under the right concept (like bringing a body that is a person under the concept of a body to name the person and not the body), and in bringing it under the concept of a complex temporally extended object, we treat it as an object having the actual particular constituents it did at its origin.
  


All this is less clear that one would like, but the technical aspects of incorporating the idea are not so difficult.  What we need to do is to reinterpret ‘analytic+’ so as to allow an appropriate class of extended languages.  It will be easiest to do this by first introducing a definition.  

Def.
If x must be thought of as having P in order for a name N to be introduced for it, then P is a modally relevant property of x.  

Now we reinterpret: ‘it is analytic+ s’ as in [A2].

[A2] 
‘it is analytic+ s’ =df ‘[for some L+: for each free variable v in s, L+ is like L except at most in that there is a name n in L+ such that ref(n) = f(v) and 

if f(v) has any modally relevant properties and is not named in L, then n involves essentially
 attribution of every modally relevant property of f(v) in its reference fixing description and no others; and 

if f(v) has any modally relevant properties and is named in L, then n involves essentially attribution of all the properties attributed by any descriptive name of f(v) in L and all modally relevant properties of f(v) in its reference fixing description and no others; and

if f(v) has no modally relevant properties, then n is a name which involves essentially attribution of all the properties attributed by any descriptive name of f(v) in L in its reference fixing description, if any, and no others]

[some x: x results from replacing each v in s with a name in L+ that refers to f(v)](x is analytic in L+)’.

This is needed for the case of reference to spatio-temporal objects.  

[A2] combines the approach adopted in sections 8 and 10.  However, on reflection, a simplification suggests itself.  For it looks as if all the names we use which we think of as category names or description names in fact employ categories or descriptions which involve modally relevant properties.  Thus, we may propose instead [A3].

[A3] 
‘it is analytic+ s’ =df ‘[for some L+: for each free variable v in s, L+ is like L except at most in that there is a name n in L+ such that ref(n) = f(v) and 

 n involves essentially attribution of every modally relevant property of f(v) in its reference fixing description and no others] 

[some x: x results from replacing each v in s with a name in L+ that refers to f(v)](x is analytic in L+)’.


If our assumptions are correct, M2, interpreted in accordance with [A3], will give the right results for (33)-(36), and similar cases.  Plausibly, it does so, moreover, by attention to what is the underlying principle involved.  But this is accomplished without our having to suppose that the distinction between essential and nonessential properties attaches to objects in themselves.  Rather, it is a distinction which can be referred to our language and our ways of thinking about objects.  This approach gives us a reconstruction of talk of essential properties which explains the distinction while making it unmysterious and epistemically unproblematic—modulo the question of existence entailments, to which we now turn. 

We have not yet confronted the problem we discussed in section 6 above.  Our examples (34)-(36) all involve a domain of contingent particulars.  If we instantiate any of them to particulars that make the antecedents true, then we are committed by our commitment to (34)-(36) to holding that de re necessities about contingent particular are true.  Since these statements entail existence claims involving those particulars, we seem to be committed to contingent existents existing necessarily.  At the end of section 6, I reached the conclusion that these formulations are misformulations.  We can restate them to express the intention in possible worlds talk.  For (34)-(36), this gives us (34′)-(36′).

(34′)
For any x, if x is a spatio-temporal object (distinct from any self), then, for any possible world w, if exists(x, w), then spatial-location(x, w).
(35′)
For any x, if x is a person, then for any possible world w, if exists(x, w), then person(x, w).

(36′) 
For any x, y, z, if z is the offspring of x and y, then for any possible world, if exists(x, w) and exists(y, w) and exists(z, w), then parents-of(x, y, z, w).

However, this representation is not an option in the current project.  As before, I think we must treat what we are trying to say in the material mode as properly formulable only the formal mode, that is, as being properly about language.  It is not as straightforward in this case how to formulate it because we cannot just replace the consequents with the metalinguistic formulations from the end of section 5, since they contain variables.  However, there is a natural way of thinking about what we intend to express in light of the course of our discussion.  

Let us assume that there are category names in the language.  What purpose do they serve?  If I use a category name for an object, it locates the object in a scheme of individuation keyed to our fundamental ways of thinking about and locating such objects in the first instance.  This as it were sets the conceptual stage for further discussion of it.  It serves the purpose of providing a basic orientation with respect to the subject matter.  Its utility is like that of a complex demonstrative, ‘that pencil’, ‘that man’, over a bare demonstrative.   Suppose it were a convention of the language that when a name is introduced for a sort of object, it be a category name for the object, one which captures what I called above its modally relevant properties.  Then if we come to think about objects for which we have not introduced names, and ask ourselves, somewhat confusedly, what is necessary for them, it will be, given our account of the role of proper names in modal contexts, natural to think of it in terms of what would be true to say of them were we to introduce names for them, i.e., category names for them as appropriate to what sort of objects they are.  Then we will be thinking about what would said about any of these things in a language in which we have introduced appropriate category names for them.  In that case, what we can properly say, in light of the discussion of section 6, is that it is necessary that the sentences which would in an appropriate extension of the language be about them are true in that language.   Thus, what we wish to express with (35) for example might be written as in (35″).

(35″) For any x, if x is a person, then in any extension L+ of L, a sentence s about x using a name for x that predicates personhood of x is such that necessarily s is true in L+.

Conclusion

In conclusion, we should ask to what extent this account vindicates the going in idea that necessity can be analyzed in terms of analyticity?  If this approach is correct, then although we appeal not just to the meanings of expressions in the language in explaining modal statements, but also to facts about how we must pick out objects, we still achieve a kind of reduction of talk of modality.  De dicto modal statements are analyzed in terms of analyticity even if necessity is not treated as just the same as analyticity.  De re modal statements are then understood in terms of analyticity and fundamental constraints on how terms can be introduced into the language.  Talk of necessity and possibility then is seen as grounded in facts about how thought about the world is structured.  This does not mean that thought imposes on the world a structure that it does not have in itself (the Kantian conclusion).  It is rather than if thought about the world is possible, then the structure of thought reflects the structure of the world.  

But wait a minute!  Aren’t we forgetting that in our definition of modally relevant properties we used a modal notion?  No, we haven’t forgotten that.  For that may be in turn interpreted in terms of our analysis.  No circularity is involved because the definition here requires only our account of de dicto necessity and it is used in extending that account to de re necessities.  We would be involved in a circularity only if we appealed to a de re necessity in giving an account of de re necessity.

Appendix A

Truth-theoretic Semantics

I develop my proposal in the context of Davidson’s program of truth-theoretic semantics, as develop by myself and Lepore in Donald Davidson: Meaning, Truth, Language and Reality, and Donald Davidson’s Truth-theoretic Semantics.  We start with the observation that natural languages are compositional in the sense that they have a finite number of semantical primitives but an infinite number of semantically complex expressions which are understood on the basis of understanding their significant parts and how they are combined in those expressions.   An expression is a semantical primitive relative to a language L iff one cannot understand sentences of L in which it appears on the basis of understanding sentences in L in which it does not appear.  We state the goal of a compositional meaning theory for a language to be to


(R)
provide from a specification of the meanings of finitely many primitive expressions and rules, a specification of the meaning of an utterance of any of the infinitely many sentences of L.

Confining our attention to declaratives for the moment, a compositional meaning theory for a context insensitive language L, i.e., a language without elements whose semantic contribution depends on context of use, would issue in theorems of the form (M),

(M)
φ in L means that p,

where ‘φ’ is replaced by a structural description of a sentence of L and ‘p’ by a metalanguage sentence that translates it.

For context insensitive languages, the connection between a theory meeting Tarski’s famous Convention T and a compositional meaning theory meeting (R) is straightforward: a truth theory meets that convention only if it entails every instance of (T),

(T) φ is true in L iff p,
in which a structural description of a sentence of L replaces ‘φ’, and a synonymous metalanguage sentence replaces ‘p’.  We shall call such instances of (T) T-sentences.  The relation between a structural description that replaces ‘φ’ and a metalanguage sentence that replaces ‘p’ in a T-sentence is the same as that between suitable substitution pairs in (M). Therefore, every instance of (S) is true when what replaces ‘p’ translates the sentence denoted by what replaces ‘φ’.

(S) If φ is true in L iff p, then φ in L means that p.
Given a T-sentence for a sentence s, the appropriate instance of (S) enables us to specify its meaning.  One advantage of a truth-theoretic approach (over trying to generate instances of (M) more directly) is its ability to provide recursions needed to generate meaning specifications for object language sentences from a finite base with no more ontological or logical resources than is required for a theory of reference.  

In natural languages, many (arguably all) sentences lack truth-values independently of use.  ‘I am tired’ is true or false only as used. This requires discarding our simple accounts of the forms of theories of meaning and truth.  The approach adopted in the following is to add an argument place to each semantic predicate in the theory for every contextual parameter required to fix a context sensitive element’s contribution when used.  For concreteness, I will suppose that the fundamental contextual parameters are utterer and utterance time.  This yields theorems of the forms (M´) and (T´).

(M´)
For any speaker s, time t, sentence φ of L, φ means[s,t] in L that p.

(T´)
For any speaker s, time t, sentence φ of L, φ is true[s,t] in L iff p.

As a first gloss, we might try to treat ‘means[s,t] in L’ and ‘is true[s,t] in L’ as equivalent to ‘means as potentially spoken by s at t in L’ and ‘is true as potentially spoken by s at t in L’. However, as (Evans 1985, p. 359-60) points out, we cannot read these as, [if φ were used by s at t in L, then, as spoken by s at t, φ would be true iff/mean that], since, aside from worries about how to evaluate counterfactuals, these interpretations would assign sentences such as ‘I am silent’ false T-theorems. What we need are the readings, [if φ were used by s at t in L, as things actually stand, φ would be true iff/mean that], or, alternatively, [φ understood as if spoken by s at t is in L true iff/means that]; mutatis mutandis for other semantic predicates.

We replace adequacy criterion (R) with (R´):

(R´) 
A compositional meaning theory for a language L should entail, from a specification of the meanings of primitive expressions of L, all true sentences of form (M´).

The analog of Tarski’s Convention T for recursive truth theories for natural languages is given in (D).

(D) 
An adequate truth theory for a language L must entail every instance of (T´) for which corresponding instances of (M´) are true.

A Tarski-style truth theory for L meeting (D) with axioms that interpret primitive expressions of L provides the resources to meet (R´).  We will call any such theory an interpretive truth theory.  

There are two parts of this requirement that deserve further comment.  First, a Tarski-style theory is a theory which employs a satisfaction predicate relating sequences or functions to expressions of the language and contextual parameters, supplemented by a similarly relativized reference function for assigning referents to singular terms.  Second, the requirement that the axioms of the theory interpret primitive expressions of L is of great importance in understanding the present approach.  For an axiom to be interpretive, it must treat the object language term for which it is an axiom as being of the right semantic category.  Thus, predicates should receive satisfaction clauses that represent them as predicates, referring terms should receive reference axioms, recursive terms (or structures) should receive recursive axioms.  For a context insensitive language, a base axiom interprets an object language expression just in case its satisfaction conditions (or referent) is given using a term in the metalanguage that translates it.  Thus, for example, to give an axiom for ‘x is red’ in English, taking the metalanguage to be English as well , we would write (ignoring tense and suppressing relativization to language when dealing with English):  

for all functions f, f satisfies ‘x is red’ iff f(‘x’) is red.  

This is an interpretive axiom for ‘x is red’, for the predicate used to give the satisfaction conditions translates the object language predicate for which satisfaction conditions are given.  In contrast, 

for all functions f, f satisfies ‘x is red’ iff f(‘x’) is red and the earth moves,

is not interpretive since ‘is red and the earth moves’ does not translate ‘is red’.  A recursive term, such as ‘and’, will receive a recursive axiom.  To be interpretive, the recursive structure used in the metalanguage must translate that of the object language sentence on which the recursion is run.  Thus, for ‘and’ in English, using English as the metalanguage, we would give the following recursive axiom:

for all functions f, sentences φ, ψ, f satisfies φ(‘and’(ψ iff f satisfies φ and f satisfies ψ.

In contrast, 

for all functions f, sentences φ, ψ, f satisfies φ(‘and’(ψ iff it is not the case that if f satisfies φ, then it is not the case that f satisfies ψ,

is not interpretive, because the recursive structure used to give satisfaction conditions does not translate that for which satisfaction conditions are given.  These remarks apply directly to context insensitive languages.  For context sensitive languages, when we have a verb which is context sensitive, e.g., tensed, we will have a metalanguage verb which has argument places expressing that relativization, which because it is not itself context sensitive, will not be a strict translation of the object language verb.  For example, consider the axiom for ‘is red’ when we take into account tense:

For all functions f, f satisfies[s,t] ‘x is red’ iff red(f(‘x’), t).

The metalanguage verb ‘red(x, y)’ is not tensed, but rather expresses a relation between an object and a time, the relation the object has to the time iff it is red at that time.  What is it for such an axiom to be interpretive?  Intuitively, the idea is clear: we want the metalanguage verb to express, relative to appropriate arguments, exactly the relation the object language verb expresses in use.  We can make this precise as follows.  Consider what we would say a predicate which is tensed means relative to use with respect to an object at a time.  For example, we would say that a use of ‘is red’ relative to x and t means that red(x, t).  Drawing on a generalization of this notion, we will say that an axiom for a predicate, with free variables ‘x1’, ‘x2’, ... ‘xn’, denoted by ‘Z( x1, x2, ... xn)’, which is context sensitive relative to parameters, p1, p2, ..., pm,

For all f, f satisfies[p1, p2, ..., pm] Z( x1, x2, ... xn) iff ζ(f(‘x1’), ..., f(‘xn’), p1, p2, ..., pm),

is interpretive just in case the corresponding relativized meaning statement is true:

For all f, Z( x1, x2, ... xn) means[f,p1, p2, ..., pm] that ζ(f(‘x1’), ..., f(‘xn’), p1, p2, ..., pm).

For a context sensitive singular term, the term must be assigned the right referent relative to the context of use by the rule giving its referent relative to contextual parameters.


In what sense does a theory of this sort satisfy (R´)?  Given that the axioms of the truth theory are interpretive, we can regard them as specifying the meanings of the primitive expressions in the object language.  For in understanding the axioms, and knowing that they are interpretive, we know what the object language expressions mean.  The axioms themselves, of course, do not say that they are interpretive.  And they do not specify the meanings of the object language terms.  They do not say anything about the meanings of the object language terms.  It is rather that: that they are interpretive and express what they do puts us in a position to understand each object language term.  Then intuitively a proof of a T-form sentence for an object language sentence that draws only on the content of the axioms will be a T-sentence, i.e., will satisfy Convention D (or T for a context insensitive language).  Such a proof I will call a canonical proof, and I will call its conclusion a canonical theorem.  That a truth theory is interpretive in the sense indicated above suffices for it to satisfy Convention D.  Relative to knowledge of a canonical proof procedure (which cannot be specified prior to formalizing our truth theory), someone knowing the truth theory and knowing it is interpretive, is in a position to derive a  true (M) or (M´) sentence for each sentence of the object language, and, thus, to provide a specification of the meaning of any sentence of the language on the basis of a specification, in the sense noted above, of the meaning of the primitive expressions of the language.

Appendix B

Preliminary Working Language

Notational conventions
I will use ‘f ’, ‘f1’, ‘f2’, etc., as a style of variable that ranges over functions from variables to objects, and ‘s’, ‘s1’, ‘s2’, etc., as a style of variable ranging over object language formulas, open or closed.  I will use ‘v’, ‘v1’, etc., as a style of variable ranging over object language variables. I use ‘[‘ and ‘]’ as left and right corner quotes respectively (these are used to abbreviate descriptions of complex symbols as concatenations of their parts, e.g., ‘[A and B]’ = the concatenation of ‘A’ with ‘ and ‘ with ‘B’).

Familiar Axioms
I begin by listing familiar sorts of axioms for our sample language.

(a) Axioms for predicates (abbreviating ‘satisfies’ with ‘sat’)

P1. For all f, f sat in L [x is a number] iff f(‘x’) is a number. 

P2. For all f, f sat in L [x = y] iff f(‘x’) = f(‘y’)

(b) Axioms for connectives

C1. For all f, all s, f sat in L [~s] iff it is not the case that f sat in L s.

C2. For all f, all s1, s2, f sat in L [s1 and s2] iff f sat in L s1 and f sat in L s2.C3. For all f, all s1, s2, f sat in L [s1 or s2] iff f sat in L s1 or f sat in L s2.

Etc.




(c) Axioms for quantifiers

Q1. For all f, all s, all v, f sat in L [(v)s] iff each f´ that differs from f at most in what it assigns to v is such that f´ sat in L s.

Q2. For all f, all s, all v, f sat in L [((v)s] iff some f´ that differs from f at most in what it assigns to v is such that f´ sat in L s.

We connect up satisfaction with truth in the usual way, namely,

(T) s is true in L iff for all f, f sat s.

Appendix C

Necessities Involving Natural Kind Terms

The response to the problem of statements involving natural kinds that have been taken to be examples of the necessary a posteriori and the necessary synthetic is to deny that they are examples of what they purport to be.  I maintain in that such statements such as (6), repeated here, are in fact analytically true.  
(6) Anything made of gold is made of an element with atomic number 79.
How can this be?  The key is to see the identification of being gold with being an aggregate of the element with atomic number 79 as a theoretical identification of the sort we are familiar with from David Lewis’s work.10  On that account, we associate with each theoretical term a description of the property that it picks out (the property P which plays such and such a role in such and such systems).  It is of course a matter for empirical investigation what property actually satisfies the description (as it is a matter for empirical investigation what individual is the mayor of New York).  But what concept does the term express?  The property a term picks out is fixed by the concept it expresses, the concept, and property, doing duty in their respective realms, thought and the world, for the meaning of the predicate.  They are a matched set.  But it follows that to discover what property a theoretical term picks out by discovering empirically what satisfies the associated description is likewise to discover empirically what concept the term expresses.  Prior to that, we had a description of a concept, but it was not given to us directly. Thus, when we discover that ‘is gold’ picks out the element with atomic number 79, we discover what concept it expresses, and it is then a conceptual truth and conceptually necessary that gold is that element with atomic number 79, and it is straightforwardly knowable a priori.  What was not knowable a priori was not that gold is that element with atomic number 79, but that ‘gold’ expressed the concept of the element with atomic number 79.  Our competent use of such theoretical terms prior to discovering what concepts they expressed is explained by the fact that the descriptions of the properties they express are often given in terms of easily identifiable features of the things we think have the relevant properties, properties that are to play an explanatory role with respect to those features.  Consequently, there is no threat in these familiar reflections to the semantic program announced in this paper.   

The suggestion here for how to resolve the problem is of course related in a fairly straightforward way to other deflationary approaches, and here I have in mind in particular Alan Sidelle’s account and the approach taken by two-dimensional semantics, so-called.  


To take the two dimensionalist account first, on my account, corresponding to the primary intension of the sentence ‘Anything made of gold is made of an element with atomic number 79’ is (schematically)

[P] Anything made of something that has the property P which plays such and such a role in (at least most) of the stuff we (English language speakers, past and present) have historically called (or been inclined to call) ‘gold’ is made of an element with atomic number 79

Corresponding to the secondary intension is 

[S] Anything made of the element with atomic number 79 (viz. gold) is made of an element with atomic number 79. 

The difference lies in the fact that on my account the conventions associated with what fixes the meaning of ‘gold’ are not to be taken to be a meaning of the term.  Those conventions are meaning fixing conventions, but not meaning conventions.  


Sidelle suggests (in Necessity, Essence, and Individuation) that we have a convention attaching to ‘gold which can be expressed (roughly) as follows.

If P is the property which plays such and such a role in (at least most) of the stuff we (English language speakers, past and present) have historically called (or been inclined to call) ‘gold’, then necessarily anything which is gold has P.

This is itself to be taken as analytic.  If we replace ‘necessarily’ in the consequent with ‘it is analytic that’, and we take the whole sentence to be a way of introducing ‘gold’, roughly, if P is the property etc., then let it be analytic that gold has P, then we have something that is basically equivalent to my proposal.  It might then be more carefully expressed by saying:

If P is the property which plays such and such a role in (at least most of) the stuff we (English language speakers, past and present) have historically called (or been inclined to call) ‘gold’, then let the meaning of ‘gold’ be exhausted by the fact that, for any predicate [is F] in English which attributes P, it makes [gold is F] analytic in English.

The difference is still significant, for as Sidelle understands the convention, it is a way of making sense of the necessary a posteriori, whereas if my proposal is correct, we were simply confused about these sentences involving kind terms expressing a posteriori necessities.

�  The main verb in the scope of ‘it is necessary/possible that’ must be in the subjunctive (the infinitive stem) to express alethic modalities as opposed to epistemic modalities.


� I follow John Wallace here.


� How do we figure out what are the true meaning-statements relative to a language L?  That is not our question here.  We are just characterizing what analyticity comes to, not how we find out whether relative to a given language a statement is analytic.


� I have in mind Gibbard’s example involving a statue of Goliath and the lump of clay of which it is made.


� Let ‘goliath-shaped’ be a shorthand for the type of human shape (I mean to allow some variation in shape compatibly with falling under the relevant type) the statue has when created.  This may seem like a cheat, since it uses ‘goliath’, but my intention is that this be a predicate that captures in a non-question begging way the relevant shape-type, which may be given only in ostension, perhaps.  This is intended to express something we intuitively grasp about Goliath even if the language itself may not have terms for it.





� In addition, in the case of the description suggested above, the tense causes problems, because the truth of sentences containing ‘Aristotle’ would depend on the time of utterance in virtue of the use of the name ‘Aristotle’ in them, which can’t be right: ‘Aristotle is a person’ isn’t false if uttered before Aristotle became a pupil of Plato’s.


� Evan’s notion of a description name, discussed in The Varieties of Reference (Oxford: Clarendon Press, 1982; see section 1.7), is not the same as the one introduced here.  They share in common the idea that by convention the name’s referent is fixed by a description, and that someone competent in its use knows this and what the reference fixing description is.  However, Evans treats description names as contributing their “sense” to propositions expressed by sentences in which they appear; description names as I am using the term contribute only their referent—excepting perhaps in special contexts such as modal contexts which we shall come to in due course.  In addition, Evans’s description names can take wide or narrow scope over other elements in a sentence, such as negation.  Thus, in effect, Evans’s description names function like abbreviations of rigidified definite descriptions, and so represents an approach like Russell’s to the numerals.    


� Notice that it is not part of the semantic project to give any sort of analysis of the natural numbers.  





� Interestingly, however, at least as it is intended by Kaplan, the conceptual content by which the referent of the term ‘dthat(the F)’ is secured is not available for use in evaluating modal statements containing it.  This presents a puzzle for the account developed in the next two sections, but perhaps it is resolved by the discussion in section 10.


� ‘M’( abbreviates ‘It is a matter of meaning alone that’. 


� ‘exists’ is a tensed predicate, so strictly speaking we need to introduce a time index.  To say that ‘Aristotle’ refers to Aristotle in English is to be committed to there being some time at which Aristotle exists.  For present purposes we can read ‘exists’ as ‘exists at some time’.


�  The issue here is connected with a puzzling argument given by Timothy Williamson.  Williamson argues as follows: Necessarily, if I do not exist, then the proposition that I do not exist is true.  Necessarily, if the proposition that I do not exist is true, then that proposition that I do not exist exists.  Necessarily, if the proposition that I do not exist exists, then I exist.  Therefore, necessarily, if I do not exist, I exist.  Therefore, necessarily, I exist.  Williamson bites the bullet and concludes that necessarily, he exists.  The problem, however, is already there in the first premise, for it follows from the proposition that if I do not exist, then the proposition that I do not exist is true that I exist.  This argument really just relies on the fact which we have noted, namely, that that A is F entails that A exists, and, hence, that necessarily, if A is F, then A exists.  Replace ‘is F’ with ‘does not exist’ and we have Williamson’s argument.  Replace ‘is F' with ‘= A’, and add the necessity of identity, and we have the argument we have been considering.  We can make this seem just like Williamson’s argument by starting with ‘Necessarily, if A = A, then the proposition that A = A is true’, etc.


� Of course, on this view, negative existentials must be taken to have a logical form distinct from their surface form, because it follows from the negation of any sentences containing a proper name ‘N’ in a referential position that N exists as well.


� If this is correct, it makes clear why this should be treated as a posteriori necessity.  


�  I do not count statements involving natural kind terms like ‘water is H2O’ as counterexamples.  See appendix C.


� Ignoring tense, i.e., taking ‘exists’ to be a tenseless predicate that applies to something if it exists at any time, and, as before, taking ‘English’ to rigidly designate standard English in 2007.


� There are antecedents in Carnap’s Naming and Necessity and Kaplan’s “Quantifyng-in,” who notes Carnap’s earlier work.


� It would be a mistake to object to this approach by saying there are not enough names to go around for all the objects we might quantify over, even in an extended language.  One might object, e.g., that we endorse claims such as





For any x, if x is a real number, necessary there is a y such that y is greater than x





but there are not enough names for all the reals even in principle because they are non-denumerable.  However, the current approach to quantifying-in does not require any one extension of the language have enough names for every object.  It requires only that for each distinct function assigning a variable an object there is an extension of the language we are then considering which includes a name for that object.  In addition, on the point about the reals, we might note that each of the reals does have a name; for each of the reals there is a non-terminating decimal expansion that denotes it: and the class of such names is itself non-denumerable, as a metalinguistic variant on Cantor(s diagonal proof of the non-denumerability of the reals shows.  But in any case, the objection is based on a misunderstanding of the requirements of the approach, which essentially quantifies over extensions of a language, and there are enough languages to go around.


� One could look at the class of description names of objects in natural languages, which would allow us to endorse the same modal claims in all natural languages.  One might also introduce some context sensitivity in the selection of the relevant class of names we consider.  Still, there is no getting around the fact that this approach takes de re necessity out of the world and puts it, in a certain sense, into language.  It was designed to do this.


�  Perhaps if we conditionalize in the consequent on being a member of a species F we will get the right result.  (3’) For any x, y, z, if z is an F and the offspring of x and y, then necessarily, if z is an F, then  x and y are the parents of z.  It might be said that I would not be of the species homo sapiens if the world had come into existence five minutes ago everything else being the same.





�  Although it is not necessary that a complex thing come into existence at the exact time it does, it is also not sufficient for an object to be it that it have its origins in the parts it has its origins in, for the same molecules, for example, in the same arrangements, may constitute, at different times, a thing x and a thing y, while x ≠y.  We must also take into account, it seems, the histories of the constituents, but how exactly is not so clear.


� ‘essentially’ here means that they properties are not logically irrelevant to determining reference, as in ‘x is P or x is not P’.


� In the following, I draw on material in my paper with Ernie Lepore, “What is Logical Form?” in Logical Form and Language, eds. G. Preyer and Georg Peter, Oxford, Oxford University Press, 2002, pp. 54-90. 


10  Lewis, D. (1972). “Psychophysical and Theoretical Identifications.” The Australsian Journal of Philosophy 50: 249�58.  I should note that Lewis does not follow the traditional pairing of concepts expressed by a predicate with the properties attributed using them.
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